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1. Introduction

The diagrams and the terms presented in this document are conformed with the UML-OMG 1.4
standard [2]. The Unified Modeling Language (UML) is a graphical language for visualizing,
specifying, constructing, and documenting the artifacts of a software-intensive system.

The UML offers a standard way to write a system's blueprints, including conceptual things such as
business processes and system functions as well as concrete things such as programming
language statements, database schemas, and reusable software components. The UML represents
the culmination of best practices in practical object-oriented modeling.

For the description of the architecture are used the implementation diagrams. This diagrams show

aspects of physical implementation, including the structure of components and the run-time

deployment system. They come in two forms:

e component diagrams show the structure of components, including the classifiers that specify
them and the artifacts that implement them;

e deployment diagrams show the structure of the nodes on which the components are deployed.

For a logical overview of the software architecture are used the package diagram (a package is a
grouping of element as component, code, etc.) and the class diagrams. For a description of the
sequence of operations the activity diagrams are used.

All information contained in this document is property of INAF. All rights reserved.
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1. Design model

1.1 OVERVIEW
In this section are represented the UML class diagram for the ProcessorLib. For more details see

[5]-

The next picture shows the main class diagram of the library. In this diagram the main classes are

represented:

o Processor: this class represent a single processor with all its functionality, as described in the
next chapters

e Provider: a processor can receive the telemetry flow of data coming from a single provider. The
selection of the provider can be performed by means of a configuration files (.processor)

e Monitor: this class represent an interface useful for the communication with a monitor. A monitor
could be a software that shows some information about the processor

e OutputFileProcess is the class that represent the output format of the processor. The output
could be a FITS file.

All information contained in this document is property of INAF. All rights reserved.
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Figure 1: overview of ProcessorLib

1.2 MONITOR HIERACHY
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Two types of Monitor are provided; the MonitorDISCOS that interface the processor with the
DISCOS monitor, and a dummy monitor with no output. This hierarchy could be extended with other
monitors.

Manitor

Tgrch :int

*Monitor])

%< <abs tracts> s endReset])

%o 2abs tract=> 5 endStatus {)

%< =abstract>> s endOption{)

%< 2abs tract=> 5 endCphode])
%2 2abs tract=> 5 endinform ation{)

MonitcrD ISCO S

®\onitorDISCOS]) MenitorD ummy

%5 endReset])

%5 endStatus ) ®hionitorD ummy )

%2 endOption) %ocvitualk-> sendRes et)

%5 endOpMode]) %o2vitual-> sendStatus{)

*: endinform ation{) %osvitualk-> send Dipticn{)
%22vitual-> sendOphode])
%o2vitual-> sendinformation|)

Figure 2: Monitor Hierarchy

1.3 PROVIDER HIERACHY

Two type of provider are present; the ProviderDISCOS that use as input the DISCOS shared
memory, and the ProviderSinglelnput. The last could be a single input file containing the telemetry
or a socket.

All information contained in this document is property of INAF. All rights reserved.
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DISCOS
Frovider
*
. ProviderDISCOS Provider Singlelnput
%cgt;lﬂt Co char INAME LEN T¢FITS _directory - char*
aZb_start_file - char [ _ ] T¢get_time_mode : byte

&va2b_stop_file - char [NAME_LEN]

*ProviderSinglelnput()

*ProviderDISCOS() W B
) . <<virtual=> ~ProviderSinglelnput()
$<<vitual>> ~ProviderDISCOS() ®czyitual=> connectToDevice()

®<<vittual=> connectToD evice() Voovirtuals readRUNID()
$<virtual>> readRUNID() ®oavintual=> closeDevice()

:‘:‘:”"!”'-'EI:’:’ closeDevice() ®=zyirtual=> endMeasure mentSession()
<=virtual>> getStartTime() ®zzvintualz> endMeasure ment()
$<<vittual>> getStopTime() ®ocvittual>> getStartTime()
®=zyittual>> endMeasurement() ®ozvintuals> getStopTime()
*iiﬂrtual}} endMeasurementSession() ®oovintual>> get_destination_directory()
®=zyittual>> get_destination_directory() ¥oovinuals> setﬁputpacketétream[}

Bocyirtual=> get_src_type() .
: U <<wvirtual=> get_src_type()
$<«virtual>> getPacket() *czyirtual>> getPacket()

Figure 3: Provider Hierarchy

1.4 OUTPUTFILEPROCESSOR HIERARCHY

At the moment only the FITS output type are present, but this hierarchy could be extended with new
type of outputs.
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Figure 4: OutpuFileProcessor Hierarchy
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2. Measurement and measurement session

2.1 MEASUREMENT SESSION

The main purpose of the processor software is to obtain and process the data produced by the
instruments under test.

Each measure starts with a start event (typically a start command) and end with a stop event
(typically a stop command) as determined by the configuration file (.processor). A single measure is
univocally identified with

e Runid

e Campaign

e Chain of acquisition (more generically, input type)

A set of measurements represent a measurement session. A measurement session does not need
a unigue identifier, but corresponds with a unique campaign and test level.

In the next picture is showed the entire steps performed for a measurement session. The yellow
activities are performed by library; the red activities are performed by the particular processor
written by user of the library.

All information contained in this document is property of INAF. All rights reserved.
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Create stream
=~ structure for PacketLib

e Allocate memory for
‘ the struct
Reads it from file

| | configuration (see
~ounter = 0 }

‘ PacketLib file
| | configuration)
Send information to
Monitor

| }

| 2 source of ;
|

|

|

|

|

‘ [[no] ‘

id
| | _)
|
| vsteD
|
| |

Format filename of ﬁts)

startMeasureme

\ terminated? nt

| close source of
data

Figure 5: Measurement session

2.2 MEASUREMENT

In the next picture is showed the entire steps performed during a measurement. The yellow
activities are performed by library; the red activities are performed by the particular processor
written by user of the library.

All information contained in this document is property of INAF. All rights reserved.
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Figure 6: Measurement
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Figure 7: Init FITS file
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Figure 8: Close FITS file
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3. How to work ProcessorLib

In the Figure 9 are described the main functionality of the library.

The class showed in the last chapter implement, on the whole, both the general purpose functions
included in all the processors (part A, in the next diagram of) and all the elements needed to
customize them (part B), given the particular instrument and data flow to be processed.

A single processor can work in this operational mode:
1. DISCoS mode: the processor is attached with DISCoS software and gets the data from it..
DISCoS mode has two sub-mode:
1.1. DISCoS online mode: the data source for DISCoS are obtained from an instrument or
a software generator.
1.2. DISCoS playback mode: DISCoS is used for providing data to processor, but this data
are obtained from the raw file archived by Archiver.
2. test mode: a processor can run without DISCoS. This mode is useful during the
development of a processor or when DISCoS is not finished (for parallel development within
a software team).

Log book

QL interface

FITS 1

FITS 2

4 SHMDISCoS ,—@—» ProviderDISCoS

Processor part A Processor part B <3

o InputProcessor '—®—> ProviderSinglelnput

XML

Resender f- - - - >

Figure 9: ProcessorLib general schema

3.1 INPUT INTERFACE

The input of the system is an input of bytes. This flow is managed by a set of input interfaces able
to:
1) Connect to SHM DISCoS (in DISCoS mode)

| All information contained in this document is property of INAF. All rights reserved. |
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2) Read the byte strema in input from File or Socket (in test mode)

The main purpose of these interfaces is to get from the byte input stream the necessary humber of
bytes to recognize the TM packet. The reading operation are performed in the following way:
- About the DISCoS mode, a buffer of fixed dimension are read from the DISCoS
shared memory
- About the test mode, the TM packet header (of fixed dimension) is read. From this
header the dimension of the source packet is read and, after this, a number of byte of
the same dimension of the source packet is read.

The output of these input interfaces (see number 1 in the diagram) is a TM packet (see [6]).

3.2 PROVIDER

Provider reads the ESA source packet from driver and
a. filters the packet and send to processor only the ESA source packet recognized to
processor (event data packets, instrument configuration packets, measurement log
packets)
b. manages the run id of the measurement
c. manages the start and stop time of the measurement.

3.2.1.1 PACKET

The telemetry packet managed are the following:

e event data packet

instrument configuration packet: with the configuration of a single measurement
measurement log packet: the log of a measurement

start telecommand

stop telecommand

A measurement starts with the start TC and terminates with the stop TC. A measurement session is
a collection of measurements. This means that in the input byte streamt there are measurement
with start and stop TC.

In test mode it is possible to configure the processor to ignore the start and stop TC. In this way the
input data flow becomes a single measurement.

322 Runid

Each measurement is characterized with its run ID. When a new measurement starts the run ID is
incremented in the following way:
1) DISCoS mode: when a new start TC is read
2) Test mode: when a new start TC is read, but with three operational mode:
a. The run ID of the first measurement is zero;
b. The run ID of the first measurement is read from a configuration file, as specified in
the .processor;

All information contained in this document is property of INAF. All rights reserved.
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c. The run ID of the first measurement is determined from the name of the input file.
This operational mode is useful with the raw file generated by DISCOS system in
DISCoS playback mode.

In test mode it is possible to ignore the start/stop TC sequence. In this case the first run ID will be
the unique run ID of the current session (but in the case b) the run ID of the following session is
incremented).

3.2.3 Start time and stop time

For each measurement it is necessary to know the start and stop time of the measurement. This
times are determined in the following way:
1) DISCoS mode:
a. In playback mode the date and time are read from DISCoS logs
b. In other cases the time are determined by DISCoS system
2) Test mode:
a. Date and time are read by the system
b. The date and time are read from DISCoS logs, when the input files are raw files
generated by DISCoS system.

3.2.4 Output

The Provider output (see number 2 in the preceding diagram) is represent by the following TM
packet:

e Eventdata

e Instrument configuration

e Measurement log

3.3 PROCESSOR

A Processor accept, as input, the TM packet coming from Provider, elaborates it and generates one
or more output files for each measurement.

The output files could be in every file format (FITS, XML, text). In the following examples there are

the following cases:

e A Processor that generates a FITS file with the events

e A Processor that generates two output files: event file and histogram file with the event
accumulation.

In Figure 9 the processor is divided in two parts:
e Part A: this is the general purpose part, and this part manages
1) The logic of measurement session (see Figure 5)
2) The logic of a measurement (vedi Figure 6, Figure 7 e Figure 8)
3) The reading of the TM packets coming from Provider
4) Sending the input TM packet to many output destinations (not yet implemented)
5) The interfacing with the QL
6) The interfacing with the log book (not yet implemented)
e Part B: this is the more specialized part, and this part manages :
1) The elaboration of data container into the TM packets
2) The opening, closing and writing of the output files.

| All information contained in this document is property of INAF. All rights reserved.
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The part B should be written by users of the ProcessorL.ib.

For a processor working in test mode it is also possibile, if the check of start/stop TCs is enabled,
the generation of a FITS file containing all the events sent between a stop and a start TC.

All information contained in this document is property of INAF. All rights reserved.
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4. Building a processor

The realization of a processor means that it is necessary to create a C++ project and two libraries
have to be linked:

1) PacketLib;

2) ProcessorLib

Two class must be realized:
1) A derived class of the Processor class that implements all the pure virtual methods
2) A derived class of the OutputFileProcessor class, one for each output file that implements all
the pure virtual methods
3) The main(), with the calls for the instantiation of the processor (see below).
4) The writing of the configuration files:
a. .processor, with all the parameter for the run-time working of the processor
b. .stream that describes the byte input stream
c. one .packet, for each TM packet that contains the description of the telemetry packet

See [6] for 4.a and 4.b.

4.1 .PROCESSOR

4.1.1 DISCoS Mode
[Processor]

-- Configuration file for PacketLib
CAL-CSIBarsTE DISCOS.stream
-- output file flag

true

-- campaign ID

cer

-- test level

0

-- packet ID with event data

1

-— packet ID of start telecommand
none

—-— packet ID of stop telecommand

none

-- packet ID instrument configuration
none

-—- packet ID measurement log
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none
-- extra parameters ———————————-——-—-————————————
[Provider]

-- 0 DISCOS, 1 SinglelInput

0

-- acquisition type (chain) 0 = ACQ OLD (playback mode)
0

-— direcotory with log file (N.A. for DISCOS)
/home/archive/log/

-—- only for playback mode (acg_ type=ACQ OLD) acqg type of current playback
mode

hbrs

-—- extra parameters ----—————-——————-——————————————
[InputProvider]

—-— channel of shared memory for event data

18

—-- channel of shared memory for instrument configuration
none

—-—- channel of shared memory for instrument measurement log
none

[OperationalMode]

-- 0: ignore start/stop telecommand

-- 1: start measurement with start TC, stop measur. with stop TC or EOI

0

-- 1: write output data between a stop and a start
-- 0: don't write output

0

[Monitor]

-- 0 Dummy, 1 DISCOS

1

-—- extra parameters ---—————————————————————————
-—- channel

28

[FITS key]

-—key 1
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TELESCOP

Agile

--key 2

INSTRUME

Grid

--key 3

MODEL

October 2001

-—key 4

DETNAM

MCAL

-—-key 5

HOSTCOMP

TESRE T.E.

--key ©

DATATYPE

Diagnostic

41.2 Test mode

[Processor]

-—- Configuration file for PacketLib
CAL-CSIBarsTE File.stream

-- output file flag

true

-— campaign ID

cer

-—- test level

FEE

-- packet ID

1

-—- packet ID of start telecommand
none

-—- packet ID of stop telecommand
none

-- packet ID instrument configuration

none

All information contained in this document is property of INAF. All rights reserved.




C IWS Customizable Instrument Workstation Software (CIWS) for
telescope-independent LO/L1 data handling

9

Code: CIWS-IASFBO-TN-012 Issue: 0.1 DATE | 31-MAR-14 | Page: |22

—-— packet ID measurement log

none

-- extra parameters ———————————-———-————————————
[Provider]

-- 0 DISCOS, 1 SinglelInput

1

-— acquisition type (chain) 0 = ACQ OLD (playback mode)
0

-— direcotory with log file (N.A. for DISCOS)
/home/archive/log/

-—- only for playback mode (acq type=ACQ OLD), acqg type of current
playback mode

hbrs

-—- extra parameters ---—————-————————————————————
-- directory for writing FITS file

fits/

[InputProvider]

-—- This section is only for SingleInput

-- mode for the determination of run id 0: start from 0, 1: read the run
id from a file

-- 2: for playback mode, read from filename

—-— file name that contains run id
runid.run

-- reading of start and stop time of measurement 0: system date and time
1: first packet in input

-- and last packet in input 2: start/stop packet 3: DISCoS log file (N.TI)
0

—-—- file name in input
/datal/archive/raw/science/0506/cer05060 011018.hrt

[OperationalMode]

-— 0: ignore start/stop telecommand

-- 1: start measurement with start TC, stop measur. with stop TC or EOI

-- 1: write output data between a stop and a start

-- 0: don't write output
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0
[Monitor]
-- 0 Dummy,

0

1 DISCOS

-- extra parameters ——————————————————————————--=—

-—- channel
28

[FITS key]
-—key 1
TELESCOP
Agile
--key 2
INSTRUME
Grid

--key 3
MODEL
October 2001
-—-key 4
DETNAM
MCAL

--key 5
HOSTCOMP
TESRE T.E.
--key 6
DATATYPE

Diagnostic
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5. An example of processor

5.1 GRIDCALDFETE PROCESSOR

Processor
o Pro o=ssorLin )|

FITS BinaryTable

(o Procassorl i)

GRIDCALDFETEF moessor

Beapid : int
Bepd_num : ushort GRIDCALDFETE_FITS
*GRIDCALDFETER mossson)

<< typedet> T irtuale> createbl emonS ructur() *GRIDCALDFETE_FITS{)

MCAL_GRID_PACKET Phacirtual> setValus]) “'=GBIDC.!~LE§-F_ETE_FITEE-

Tha<irtual=> initCharyslueForF TS _init() :*{ nirtual=> init{)
T rtusl=> initintValusForF TS init() =rtual=> cloze()
< rtual=> initCharValueFoF TS _close]) W< irtusls> writeDats()
T rtual=> initintValueForFITS_close()

s<typedets T irtual=> processorDescriptor])

MCAL_BLOCK

Figure 10: Class diagram of a processor

5.2 MAIN

The library supports the management of exceptions. This means that the block of code for

generation of the processor must be in a try-catch block.
try

First of all it is necessary to instantiates the processor:
GRIDCALDFETEProcessor* gp = (GRIDCALDFETEProcessor*) new GRIDCALDFETEProcessor();

The second step is to load the configuration file:
gp->loadConfiguration ("./CAL-DFE-TE/CAL-DFE-TE File.processor");

After this, the measurement session should be started:

gp->startMeasurementSession () ;

At the end, the catch should be managed in the following way:
catch (PacketExceptionIO* e)

cout << e->geterror();

catch (PacketException* e)

{
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cout << e->geterror();
}

Di seguito é riportato il listato completo:
/***************************************************************************
main.cpp - description

begin : Fri Mar 8 11:43:52 CET 2002
copyright : (C) 2002 by Andrea Bulgarelli
email : bulgarelli@tesre.bo.cnr.it
***************************************************************************/
/***************************************************************************
* *
& This program is free software; you can redistribute it and/or modify *
w it under the terms of the GNU General Public License as published by *
* the Free Software Foundation; either version 2 of the License, or *
* (at your option) any later version. *
* *
***************************************************************************/
#ifdef HAVE CONFIG H
#include <config.h>
#endif
#include <iostream.h>
#include <stdlib.h>
#include "ProviderDISCOS.h"
#include "ProviderSingleInput.h"
#include "GRIDCALDFETEProcessor.h"
#include "common.h"
#include "MonitorDummy.h"
#include "PacketExceptionIO.h"
int main(int argc, char *argv([])
{
try
{
struct tm* tm int;
time t timevarl;
time t timevar2;
time (&timevarl) ;
GRIDCALDFETEProcessor* gp = (GRIDCALDFETEProcessor*) new GRIDCALDFETEProcessor();
gp->loadConfiguration ("./CAL-DFE-TE/CAL-DFE-TE File.processor");
gp->startMeasurementSession () ;
time (&timevar2) ;
cout << "Time: " << timevar2-timevarl << endl;
cout << "Media: " << gp->getTot nrows() / ((timevar2-timevarl) ? (timevar2-timevarl) :1) <<
endl;
return 0;

}
catch (PacketExceptionIO* e)

{

cout << e->geterror();
}
catch (PacketException* e)
{

cout << e->geterror();
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